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ABSTRACT 
This study aims to investigate the relationship between money supply shocks and 
interest rate shocks in Indonesia. The analysis was conducted by Structural Vector 
Autoregression (SVAR). The results show that the Bank of Indonesia interest rate (BI 
Rate) shocks have a greater influence than the money supply shocks on the BI Rate. 
Moreover, the money supply shocks have a greater influence than the BI Rate shocks 
on the money supply. These findings indicate that the money supply in Indonesia does 
not affect interest rates, and vice versa. It also implies that the Indonesian government 
is unable to use money supply as a policy instrument for adjusting interest rates, and 
vice versa. In Indonesia, interest rates can be adjusted by strengthening the role of the 
regional and national inflation monitoring teams. As such, managing the level of 
inflation enables the government to control interest rates. In addition, we provide 
evidence showing that liquidity is closely related to national security and sustainability 
issues such as money laundering, terrorism financing, corruption, and taxation. 
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1. INTRODUCTION 

 
Interest rate plays an important role in achieving the ultimate goal of a country’s 
monetary policies (see, for example, Caldara and Herbst, 2016; Cesa-Bianchi, 
Thwaites, and Vicondoa, 2016; Chen, Chow and Tillmann, 2017; Dong, Hauschild, 
Sørup, Rousselet, and Fantke, 2018; Fan, Yu and Zhang, 2011; Gong and Dai, 2017; 
Guptra, Chevalier, and Sayekti, 2000; Huruta, 2018; Kamber and Mohanty, 2018; 
Mansour, Sghaier, Banour and Jabeur, 2019; Sasongko and Huruta, 2018; Vizmanos-
Batac and Tatlonghari, 2017). Since July 2005, monetary policies set by the Bank of 
Indonesia have been implemented by adjusting interest rates (Bank of Indonesia, 
2017b; Huruta, 2018; Sasongko and Huruta, 2018). Duff (2019) showed that when a 
bondholder sells bonds to make profits from rising bond prices, the proceeds from such 
bond selling activities enter the monetary system in the form of an increase in reserves 
held by banks and brokerage firms (Langan and Kumar, 2019). The resulting increase 
in the amount of money in the banking system lowers interest rates (Gong and Dai, 
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2017; Lash, 1975). Figure 1 shows that the Bank of Indonesia interest rate (BI Rate) 
was fluctuating along a downward trend over the period of July 2005 to July 2016. 

 

 
Figure 1: BI Rate from July 2005 to July 2016 

Source: Bank of Indonesia (2017) 
 

In a developing country like Indonesia, interest rate movements can be caused by 
both internal or external factors. Therefore, in order to determine the direction of its 
monetary policy (e.g., the BI Rate), the Bank of Indonesia has to take the internal and 
external factors into consideration. This is the case because the Indonesian economic 
system is actually an open economic system with a free-floating exchange rate system 
(Huruta, 2018). Money supply is another monetary policy instrument considered by the 
Indonesian government (Osisanwo, Tella, and Adesoye, 2019; Samimi, Rasekhi, and 
Asadi, 2019). Figure 2 shows that the money supply in Indonesia was continuously 
expanding during the period of July 2005 to July 2016. 

The  positive trend of the money supply from July 2005 to July 2016 was caused 
by several factors. For instance, the Bank of Indonesia increased the supply of foreign 
currencies to the market, accelerated the bank credit distribution, and increased the 
country’s net foreign assets (Sasongko and Huruta, 2018) during that particular period. 
However, Duff (2019) argued that the tight money supply and high interest rate policies 
tend to slow down economic activities and lead to recession. During the periods of tight 
monetary policies, firms lay off employees and consumers cut back their spendings. 
Also, house prices decline because fewer people are able to afford the boom-time prices 
and the lower liquidity level implies a higher expected payoff to postponing investment 
and consumption (Blau, 2017; Ennis and Keister, 2003). Thus, a lower liquidity is 
expected to have an adverse impact on the economy (Bathaluddin, Nur and Wibowo, 
2012; Bongini, Iwanicz-Drozdowska, Smaga, and Witkowski, 2017; Duff, 2019; Ennis 
and Keister, 2003; Grobéty, 2017).  
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Figure 2: Money Supply from July 2005 to July 2016 

Source: Bank of Indonesia (2017) 
 
Along with economic development, Bathaluddin et al. (2012) stated that the 

persistence of a liquidity excess can reduce the effectiveness of the monetary policy 
transmission mechanism (e.g., in terms of managing the demand side to reach the 
inflation target). In addition, the liquidity excess raises the risks of the real sector (Blau, 
2017; Johnson, Brick and Price, 1987). Consequently, the amount of the real sector 
funds is limited, and the price for these funds will become higher even if they are still 
available on the capital market. Moreover, the high liquidity insufficiency level implies 
a higher expected payoff to postponing investment and consumption (Ennis and 
Keister, 2003).  

In order to increase economic growth, Suyuan and Khurshid (2015) suggested that 
a larger demand for investment is needed. Through an increase in investment, there will 
be an increase in aggregate demand. Consequently, national income will increase. The 
amount of investment made is influenced by interest rates. High interest rates will 
increase the interest expenses of investment and hence private investment will decrease, 
whereas low interest rates will encourage private investment. In the capital market, an 
increase in interest rates will compete with the bond market. Therefore, a rise in interest 
rates will lower the demand for bonds. From the macroeconomic perspective, a decline 
in the bond market will hamper economic growth. Moreover, Jelilov (2016) noted that 
a larger money supply accompanied by fixed national incomes will increase the price 
levels. Based on the quantity theory of money, an increase in price levels is a 
consequence of an increase in the money supply (i.e., a monetary phenomenon). An 
excessive increase in prices will eventually threaten the economy as a whole (Mild, 
Waitz, and Wöckl, 2015) in terms of instability and uncertainty for businesses, 
households, and the government. It means that the development of the economy would 
suffer if these macroeconomic issues remain untackled.  

Monetary policy is also related to security and sustainability issues such as money 
laundering (Kordík and Kurilovská, 2017), terrorist financing (Kordík and Kurilovská, 
2017), corruption (Luzgina, 2017), and taxation (Bikas, Bagotyrius, and Jakubauskaitė, 
2017; Giriūnienė and Giriūnas, 2016; Luzgina, 2017). Terrorism financing is an 
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essential part of the implementation and development of a national anti-money 
laundering policy (Kordík and Kurilovská, 2017). Moreover, corruption and tax 
evasion also cause incomes to go higher than the level it should be, which will in turn 
affect money supply (Luzgina, 2017). In the context of sustainability, taxation plays a 
significant role in the fiscal system. For instance, the value-added tax revenues 
significantly impact a country’s state budget (Bikas et al., 2017; Giriūnienė and 
Giriūnas, 2016). 

This study contributes to the literature by explaining how a low and/or an excess 
liquidity can respectively affect the development of an economy. In particular, we show 
that liquidity problems can hinder the progress of economic development and thus 
adversely affect the economic activities and welfare of businesses, households, and the 
government. Moreover, we highlight the role played by the regional and national 
inflation monitoring teams in managing the level of inflation. Effectively managing the 
level of inflation enables the government to control the interest rates. This study 
conducts monetary policy analysis, particularly the possible policy effects on liquidity, 
and discusses related national security and sustainability issues such as money 
laundering, terrorism financing, corruption, and taxation. 
 

 
2. THEORETICAL BACKGROUND 

 
The liquidity preference framework developed by Keynes is a model for determining 
an interest rate equilibrium in terms of money demand and supply rather than the 
demand and supply of bonds. Keynes assumed that the total wealth of an economy 
equals the total amount of bonds and money. In equilibrium, the amount of bonds 
supplied (Bs) plus the amount of money supplied (Ms) must be equal to the amount of 
bonds demanded (Bd) plus the amount of money demanded (Md). This relationship can 
be expressed by Equation (1) as follows. 

 
Bs + Ms = Bd + Md (1) 

 
Collecting the bond and the money terms gives rise to Equation  (2) as follows. 

 
Bs - Bd = Md - Ms (2) 

 
Equations (1) and (2) imply that the markets for money and bonds are in equilibrium 

(i.e., Ms = Md and Bs = Bd) (Mishkin, 2016). Studies have been conducted by researchers 
to look into the relationship between interest rates and money supply. Gbenedio, Ayadi, 
and Okpala (1999) found that there was a one-way causality from money supply to 
interest rates. This happened due to the implementation of the structural adjustment 
programs carried out in the context of Nigeria that included an economic liberalization 
policy to turn the economy into a free market system. The main strategy was to 
implement a market-based floating exchange rate system, which was then followed by 
an interest rate deregulation. Also in Nigeria, Wuyah and Amwe (2016) found that 
money supply has a negative effect on interest rates. This indicates that the monetary 
authority (i.e., Central Bank of Nigeria) needs to pay special attention to money supply 
(M2) in managing instruments such as the liquidity ratio and the minimum mandatory 
reserve ratio that directly affects money supply. Malliaris and Stefani (1991) also found 
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that money supply has a positive effect on interest rates. In some European countries, 
an increase in money supply resulted in an increase in inflation and nominal interest 
rates. 

In addition to an one-way causality, Bello and Abdullahi (2013) found that there is 
a two-way causality between money supply and interest rates. The returns to investment 
decrease as the saving interest rates rise (Lash, 1975). As such, the increased saving 
interest rates result in a serious liquidity crisis (Agliardi, Agliardi, and Spanjers, 2016). 
Therefore, the monetary authorities in Nigeria controlled the money supply and interest 
rates to curb inflation. This showed that the Nigerian Central Bank remained consistent 
in maintaining stable interest rates. Similarly, Abakpa, Purokayo, and Asaph (2018) 
also found a two-way causality between money supply and interest rates. The reason is 
that Nigeria carried out its economic reforms by strengthening its financial institutions 
and structurally transforming its economy. In this context, the Nigerian government 
must increase the distribution of money in the productive sectors not only for salary 
payments but also for other routine expenses. With a large-scale production, the country 
could generate more exports to increase the value of its domestic currency, create 
employment opportunities, and reduce inflation due to the entry of imported goods. 
Like others, Urbanovský (2017) also found a two-way causality between money supply 
and interest rates. It was found that changes in price levels caused changes in interest 
rates in the Czech Republic. Therefore, the Czech National Bank intervened in the 
economy by adjusting interest rates. This implied that managing interest rates could be 
effective by controlling money supply. Bilquees, Mukhtar, and Sohail (2012) also noted 
the existence of a two-way causality between money supply and interest rates. Their 
results highlighted the effectiveness of interest rates and money supply as instruments 
of monetary policy in influencing the economic activities in Pakistan. Monnet and 
Weber (2001) also found a two-way relationship between money supply and interest 
rates, and noted that an increase in money supply growth would lead to a future growth 
of money, which ultimately would lead to lower interest rates in both developed and 
developing countries. 

In addition to the finidngs of one-way and two-way causalities, Ali, Mahmood, and 
Bashir (2015) found that money supply has no causality relationship with interest rates. 
They mentioned that a high money supply and increased interest rates in Pakistan would 
only increase prices and the exchange rates volatility. Moreover, Favara and Giordani 
(2009) found that money supply did not have any causality relationship with interest 
rates and observed that monetary policy shocks in the United States resulted in 
uncertainties in future output, prices and interest rates. 

Overall, past studies found mixed results concerning one-way causality, two-way 
causality, and the absence of a causal relationship between interest rates and money 
supply. This signifies an uncertain relationship between interest rates and money 
supply. 

 
 

3. METHODOLOGY 
 

This study conducted a time-series data analysis on the Bank of Indonesia Rate (BI 
Rate) and money supply from July 2005 to July 2016. The data on both variables were 
obtained from the Bank of Indonesia’s publications. The BI rate is measured by the 
policy interest rate reflecting the direction of the monetary policy set by the Bank of 
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Indonesia, while money supply is measured by the savings and time deposits with 
commercial banks.  

The time-series analysis has to meet the stationarity assumption. The model used a 
stationarity assumption and can be written as Equation (3) as follows (Brooks, 2008). 

 
ΔY𝑡𝑡 = 𝜑𝜑𝜑𝜑𝑡𝑡−1 +  𝜇𝜇𝜇𝜇 (3) 

 
Moreover, the selection of the optimal lag length is based on the Akaike Information 

Criterion (Ivanov and Kilian, 2005). If the BI Rate and money supply are non-
stationary, the Granger causality test can be carried out by estimating the following 
regression using the second-differenced time series (Yoo and Kwak, 2004). 

 

𝛥𝛥𝛥𝛥𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑡𝑡 = 𝛼𝛼 + �𝛽𝛽1𝑖𝑖  

𝑚𝑚

𝑖𝑖=1

𝛥𝛥𝛥𝛥𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑡𝑡−𝑖𝑖  +   �𝛽𝛽2𝑖𝑖 

𝑛𝑛

𝑖𝑖=1

𝛥𝛥𝛥𝛥𝐵𝐵𝐵𝐵 𝑅𝑅𝑅𝑅𝜇𝜇𝑀𝑀𝑡𝑡−𝑖𝑖  + 𝜀𝜀𝑖𝑖  (4) 

 

𝛥𝛥𝛥𝛥𝐵𝐵𝐵𝐵 𝑅𝑅𝑅𝑅𝜇𝜇𝑀𝑀𝑡𝑡 = 𝛼𝛼 + �𝛽𝛽1𝑖𝑖  

𝑛𝑛

𝑖𝑖=1

𝛥𝛥𝛥𝛥𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑡𝑡−𝑖𝑖  +   �𝛽𝛽2𝑖𝑖 

𝑚𝑚

𝑖𝑖=1

𝛥𝛥𝛥𝛥𝐵𝐵𝐵𝐵 𝑅𝑅𝑅𝑅𝜇𝜇𝑀𝑀𝑡𝑡−𝑖𝑖  + 𝜀𝜀𝑖𝑖  (5) 

 
The above equations imply that if both variables are non-stationary and both of 

them are not co-integrated, the Granger causality test could be performed by using the 
same order of integration for both series and transforming the model to meet the order 
of the differenced series. Lütkepohl (2005) stated that Vector Autoregression can be 
used to analyze the dynamic impact of random disturbances on the variable system as 
follows: 

 
yt = A1yt-1 + … + Apyt-p + Cxt + ∈t         (6) 

 
Finally, we developed a short-term restriction in a Structural Vector Autoregression 

that can be written as follows: 
 

A∈t = But         (7) 
 

� 1 0
𝑅𝑅12 1� �

1 0
𝑅𝑅12 1� �

∈ 𝑀𝑀1
∈ 𝑀𝑀2� �

∈ 𝑀𝑀1
∈ 𝑀𝑀2� = �𝑏𝑏11 0

0 𝑏𝑏22� �
𝑏𝑏11 0

0 𝑏𝑏22�
�𝑢𝑢𝑀𝑀1
𝑢𝑢𝑀𝑀2� �

𝑢𝑢𝑀𝑀1
𝑢𝑢𝑀𝑀2� 

      (8) 

    
∈y1 = b11 uy1         (9) 

 
∈y2 = -a21∈y1 + b22uy2         (10) 

 
The restrictions on A and B take the forms of variables in the SVAR and the 

correlation structure of the assumptions of the error term (Amisano and Giannini, 1997; 
Martin, Hurn, and Harris, 2013; Rubio-Ramírez, Waggoner, and Zha, 2010). As such, 
we can investigage whether money supply is simultaneously related to interest rates 
and instantaneously affected by monetary structural disturbances. 
 
 
4. RESULTS  
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It is important to check whether a time series is stationary or not before using it for 
estimation. The unit root test is a formal method for testing the stationarity of a time 
series. The results of a stationarity test on the time series data are presented in Table 1. 
 
Table 1. Stationarity test 

Variables Degree of integration p-value Conclusion 
DD(BI_Rates)* I(2) 0.0000*** Series has stationary 
DD(Money)** I(2) 0.0000*** Series has stationary 

*DD(BI_Rates) implies the Bank of Indonesia’s Interest Rates at the second difference. 
**DD(Money) implies the Money Supply at the second difference. 
***Indicates the rejection of the null hypothesis at the significance level of 1%, 5%, and 10%. 

 
Table 1 indicates that DD(BI_Rates) and DD(Money) are stationary at the second 

difference, or I(2). This can be seen from the p-value of 0.0000, which is smaller than 
the significance levels at  1%, 5%, and 10%. The results of the lag-length test are given 
in Table 2. 

 
Table 2. The Lag length test 
 Lag LogL LR FPE AIC SC HQ 

0 -1583.127 NA   1.61e+08  24.57562  24.61995  24.59363 
1 -1554.371  56.17569  1.10e+08  24.19179  24.32481  24.24584 
2 -1529.715   47.39902*   79867638*   23.87156*   24.09325*   23.96164* 

*Indicate the optimal lag 
 

Table 2 reveals that the optimal lag length is 2, which means that lag=2 could be 
used to determine the direction(s) of causality between DD(BI_Rates) and DD(Money). 
It is supported by the Akaike Information Criterion value of 23.87156, which is smaller 
than the values of the same criterion for other lag lengths. The results of Granger 
causality test are provided in Table 3. 

 
Table 3. The Granger causality test 
Null Hypothesis: Obs F-Statistic Prob. 
DD(Money) does not Granger Cause DD(BI_Rates)   129 0.93830 0.3941* 
DD(BI_Rates) does not Granger Cause DD(Money)  1.04791 0.3538* 
*Accepted the Null Hypothesis 

 
Results from Table 3 support the hypothesis that there is no Granger causality 

between DD(BI_Rates) and DD(Money). In other words, DD(Money) does not cause 
DD(BI_Rates), and vice versa. The acceptance of the null hypothesis is based on the 
probability values of 0.3941 and 0.3538 that are higher than the significance levels at 
1%, 5%, and 10%. The results of the VAR test are displayed in Table 4. 
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Table 4. VAR Model of  DD(BI_Rates) and DD(Money) 

Statistics DD(BI_Rates) DD(Money) 
Coefficients t-stat Coefficients t-stat 

DD(BI_Rates)(-1) -0.311197 -3.22964 23861.31 1.13904 
DD(BI_Rates)(-2) -0.072049 -0.74543 -15957.48 -0.75939 
DD(MONEY)(-1) 3.71E-07 1.07608 -0.849624 -11.3257 
DD(MONEY)(-2) 4.49E-07 1.29448 -0.562083 -7.45635 
C -0.013713 -0.77786 830.5723 0.21671 
R2 0.096308  0.526032  
F-statistic 3.303716  34.40522  
Log-likelihood 27.61189  -1557.737  
AIC -0.350572  24.22849  
Swarz SC -0.239726  24.33933  

Source: Authors’ calculation 
 
Table 4 indicates that if the change in DD(BI_Rates) in the previous month 

increases by one percent, it would cause DD(BI_Rates) in the next month to decline by 
0.311196786177 percent. If the change in DD(Money) in the previous month increases 
by one billion rupiahs, it would cause DD(Money) in the next month to decrease by 
0.84962393506 billion rupiahs. Furthermore, if DD(Money) increases by one billion 
rupiahs two months ago, it would cause DD(Money) in the next month to decrease by 
0.562083373548 billion rupiahs. This relationship can be expressed in the following 
equation: 

 
DD(BI_Rates) =  - 0.311196786177*DD(BI_Rates)(-1)          (11) 

 
DD(Money)= - 0.84962393506*DD(Money)(-1) - 0.562083373548*DD(Money)(-2)          (12) 

 
The estimates from the Vector Autoregression are supported by the results of the 

VAR stability test as illustrated in Table 5. 

Table 5. The VAR Stability 
Root Modulus 

-0.440493 - 0.603032i  0.746781 
-0.440493 + 0.603032i  0.746781 
-0.139917 - 0.256680i  0.292337 
-0.139917 + 0.256680i  0.292337 

Source: Authors’ calculation 
 
Table 5 reveals that there is no root lying outside the unit circle, which means that 

the VAR satisfies the stability condition as can be seen from the modulus which ranged 
within an average value of smaller than one. Next, the short-term restriction in SVAR 
modeling using two endogenous variables can be written as matrices and equations as 
follows. 

 
A = � 1 0

62411.00 1� 
(13) 
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B = �0.199245 0
0 8.53𝐸𝐸 + 09� 

(14) 

 
∈y1 = 0.199245 uy1 (15) 

 
∈y2 = -62411.00 ∈y1 + 8.53E+09 uy2 (16) 

 
The matrices and equations (12 and 13) showed that ey1 is the residual of 

DD(BI_Rates), while ey2 is the residual of DD(Money). The ordering is based on the 
liquidity preference framework as proposed by Keynes. Moreover, we developed the 
Structural Impulse Response Functions (SIRFs) and Structural Variance 
Decomposition (SVD) as presented in Figure 3. 
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Figure 3: SIRFs of DD(BI_Rates) and DD(Money) to Shock 

Source: Authors’ calculation 
 

From the first to the fifth month, the response of DD(BI_Rates) to shocks 1 and 2 
is still very volatile, while DD(BI_Rates) starts to stabilize from the sixth month 
onwards. It means that DD(BI_Rates) in later periods is no longer as volatile as those 
in the previous periods. In order words, since the sixth month onwards, DD(BI_Rates) 
has reached an equilibrium. Moreover, from the first to the ninth month, the response 
of DD(Money) to shocks 1 and 2 is still very volatile, while DD(Money) starts to 
stabilize from the tenth month onwards. It means that DD(Money) in later periods is no 
longer as volatile as those in the previous periods. In order words, from the tenth month 
onwards, DD(Money) has reached an equilibrium. The SIRFs results are supported by 
the SVD as can be seen in Table 6. 
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Table 6. SVD of DD(BI_Rates) 

Period 
Standard 

Error Shock1 Shock2 
 1  0.199245  100.0000  0.000000 
 2  0.209668  99.41526  0.584735 
 3  0.209775  99.41451  0.585487 
 4  0.210336  98.89833  1.101675 
 5  0.210782  98.51073  1.489267 
 6  0.210830  98.49400  1.505997 
 7  0.210897  98.43771  1.562290 
 8  0.210983  98.35809  1.641909 
 9  0.211002  98.34477  1.655229 

 10  0.211007  98.34173  1.658273 
Source: Authors’ calculation 

 
Table 6 indicates that from the first month, the SVD of DD(BI_Rates) is strongly 

(100%) affected by shock 1, while shock 2 has no any significant effect. In that case, 
starting from the first to the tenth month, the proportion of shock 1 contributing to 
DD(BI_Rates) was 98.34%. However, from the first to the tenth month, shock 2 
contributes only 1.65% to DD(BI_Rates). Therefore, it is concluded that the magnitude 
of shock 1 has a greater effect than shock 2 on DD(BI_Rates). The SVD of DD(Money) 
is provided in Table 7. 
 
Table 7. SVD of DD(Money) 

Period Standard Error Shock 1 Shock 2 
 1  43317.44  0.633708  99.36629 
 2  57283.17  2.161761  97.83824 
 3  58485.04  4.591431  95.40857 
 4  60369.33  4.924126  95.07587 
 5  62601.72  4.612808  95.38719 
 6  63063.19  4.901611  95.09839 
 7  63211.62  5.060295  94.93970 
 8  63563.80  5.006193  94.99381 
 9  63701.58  5.024105  94.97590 

 10  63714.53  5.061637  94.93836 
Source: Authors’ calculation 

 
Table 7 indicates that, from the first month, the SVD of DD(Money) is strongly 

(99.36%) affected by shock 2, while shock 1 has no any significant effect. From the 
first to the tenth month, the proportion of shock 2 contributing to DD(Money) was 
94.94%. However, during the same period, shock 1 contributed only 5.06% to 
DD(Money). Therefore, it is concluded that the magnitude of shock 2 has a greater 
influence on DD(Money).  

Overall, the results of SIRFs and SVD indicate that the DD(BI_Rates) shock has a 
greater influence than the shock of DD(Money) on DD(BI_Rates). Similarly, the shock 
of DD(Money) has a greater influence than the shock of DD(BI_Rates) on DD(Money). 
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5. DISCUSSION 
 

The results of this study are consistent with those of Ali et al. (2015) who found that an 
increase in interest rates only positively impacted prices and exchange rate volatility in 
Pakistan (see also Guptra et al., 2000). Similarly, findings from Favara and Giordani 
(2009) suggest that the monetary policy shocks in the United States resulted in 
uncertainties in future output, prices and interest rates. The empirical findings from our 
study show that shocks to money supply and the BI Rate occurred in early July 2005 
when the Bank of Indonesia implemented an interest rate policy through the Inflation 
Targeting Framework, which was also the time when the U.S. Fed implemented a 
contractive monetary policy before the subprime mortgage crisis during July 2005 to 
June 2006 (see also Huruta, 2018). The BI Rate cannot serve as a benchmark of interest 
rates because it requires a year to manifest any changes in it. Therefore, from August 
19th, 2016 onwards, the Bank of Indonesia implemented a 7-Day Repo Rate monetary 
policy, which reflects the reality of interest rate movements on the money market in the 
short-term [e.g., the 24-hour (overnight) and 7-day tenor]. Strengthening the monetary 
operating framework is a common practice of many central banks (Gong and Dai, 
2017), which is also an international best practice for monetary operations (Caldara and 
Herbst, 2016; Cesa-Bianchi et al., 2016; Chen et al., 2017; Fan et al., 2011; Guptra et 
al., 2000; Huruta, 2018; Kamber and Mohanty, 2018; Mansour et al., 2019; Osisanwo 
et al., 2019; Samimi et al., 2019; Sasongko and Huruta, 2018). This monetary operation 
framework has been constantly refined to reinforce the effectiveness of monetary 
policies for achieving the inflation target. The 7-day Repo Rate of the Bank of Indonesia 
Instrument is used as the new policy interest rate because it quickly affects the money 
market as well as the banking and real sectors (Gong and Dai, 2017; Guptra et al., 
2000). The new policy instrument based on the 7-day BI Repo Rate has three main 
expected impacts. First, the monetary policy signal has become stronger with the 7-day 
Repo Rate as the main reference in the financial markets. Second, it has increased the 
effectiveness of the transmission of monetary policy through its influence on the 
interest rate movements in the money market and the banking sector. Third, it helps 
establish stronger financial markets for transactions and interest rate structure on the 
interbank money market for the 3-to-12-month tenor (Bank of Indonesia, 2018). 

As the global economy was battered by the financial meltdown and the failure of 
regulatory control during the financial crisis, financial specialists and economists have 
started to consider the adoption of alternative ethical solutions aiming to undermine 
callous risk-taking activities (Johnson et al., 1987; Mishkin, 2016). Recently, some 
forms of Islamic banking facilities are working well in Indonesia as summarized in 
Table 8. 
 
Table 8. The Proportion of Islamic Bank Funds to Total Third Party Funds 

Fund type  Year  
2010  2011  2012  2013  2014  2015  2016  2017  

Wadiah Giro  1.80  1.98  2.49  2.32  2.21  2.26  2.63  3.47  
Rupiah  2.20  2.40  3.02  2.93  2.67  2.74  3.15  3.96  
Foreign exchange  0.79  0.83  1.06  1.07  1.21  1.25  1.19  1.92  
Mudharabah Deposits  4.15  5.78  6.20  6.92  7.25  7.11  7.86  8.65  
Rupiah  4.57  6.35  6.89  7.71  7.90  7.74  8.52  9.52  
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Foreign exchange  1.36  1.83  2.10  2.96  3.48  3.36  3.66  3.09  
Mudharabah Savings  3.10  3.60  4.15  4.68  4.90  4.86  5.43  5.72  
Rupiah  3.31  3.80  4.34  4.94  5.23  5.24  5.86  6.09  
Foreign exchange  0.04  0.55  1.21  1.32  0.70  0.78  0.79  0.89  
Total Third Party Funds  3.30  4.22  4.66  5.13  5.43  5.33  5.88  6.51  

Source: Central Bureau of Statistics (2017), processed 
 

Table 8 indicates an increase in the proportion of Islamic bank funds in tems of the 
total amount of third party funds. This indicates an  enhancement in the role of Islamic 
banks in the economy of Indonesia. Based on the three types of third-party funds of 
Sharia Banks, it can be seen that the one with the most significant growth was 
Mudharabah deposits which increased from 4.15% in 2010 to 8.65% in 2017. If the 
third-party funds were divided into different forms in terms of rupiah and foreign 
exchanges, it appears that the amount of third-party funds in terms of foreign exchanges 
was relatively small. However, the Mudharabah savings in terms of foreign exchanges 
experienced a very significant growth. This indicates an increasing trust from the 
foreign community towards the functioning of Islamic banking in Indonesia. 

If we look into the monetary policy instruments, it can be noted that the ratio of the 
broad money to narrow money supply illustrates a high level of public monetization of 
monetary instruments. There was an increasing proportion of the population who are 
increasingly familiar with monetary instruments. Figure 4 indicates that the ratio of the 
broad money to narrow money supply in Indonesia has decreased. In particular, The 
ratio declined from 478.57% in January 2013 to 404.41% in December 2016, that is a 
15.5% decrease in 4 years. 

 

 
 

Figure 4: Broad Money and Narrow Money Ratio from January 2013 to December 
2016 

Source: Bank of Indonesia (2016), processed 
 

In absolute terms, the broad money supply increased from 3,768.7 trillion rupiahs 
in January 2013 to 5,005 trillion in December 2016, which was an increase by 32.8%. 
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At the same time, the narrow money supply increased from 787.5 trillion in January 
2013 to 1,237.6 trillion in December 2016, which was an increase by 57.2%. This 
implies that a smaller increase in the broad money supply leads to a smaller ratio of the 
broad money to narrow money supply. This also indicates that the level of community 
monetization in Indonesia is still low. People tend to hold cash and demand deposits 
rather than savings and longer-term deposits. Based on this finding, it can be understood 
why interest rates do not influence the broad money supply. In this regard, the findings 
from the present study are not in line with the liquidity preference framework of Keynes 
(Mishkin, 2016). However, eithier a low or an excess liquidity can affect the 
development of the economy (Bathaluddin et al., 2012; Bongini et al., 2017; Duff, 
2019; Ennis and Keister, 2003; Grobéty, 2017; Jelilov, 2016; Suyuan and Khurshid, 
2015). An excess liquidity can reduce the effectiveness of the monetary policy 
transmission mechanism, while a low liquidity can induce firms to lay off employees 
and consumers to cut back their spendings (Blau, 2017). 

Findings from this study imply that, if the government needs to control interest 
rates, it cannot use money supply as an instrument, and vice versa. In Indonesia, interest 
rates can be controlled by strengthening the role of the regional and national inflation 
monitoring teams. By doing so, managing the level of inflation enables the government 
to control interest rates. 

Through a Memorandum of Understanding between the Government and the Bank 
of Indonesia, an inflation target is established for every three-year period in a Decree 
of the Minister of Finance (Central Bureau of Statistics, 2018). It is expected that the 
inflation target is used as a benchmark for businesses and the public in planning for 
their future economic activities. Suyuan and Khurshid (2015) noted that private 
investment is influenced by interest rates, which suggests that high interest rates 
increase interest expenses, whereas low interest rates encourage investment, which in 
turn increases the aggregate demand (Lash, 1975). Consequently, national incomes will 
increase as a result of lower interest rates. In Indonesia, the coordination between the 
Bank of Indonesia and the government may increase production, improve distribution, 
and minimize price distortion in the food market (Bank of Indonesia, 2015). 

This study’s analysis of liquidy is also related to national security issues such as 
money laundering, terrorism financing (Kordík and Kurilovská, 2017), corruption, and 
tax evasion (Luzgina, 2017). First, Kordík and Kurilovská (2017) found that terrorist 
financing is an essential target of the national anti-money laundering efforts (e.g., laws, 
regulations, enforcement, etc.). In Indonesia, money launderers utilize various methods  
such as utilizing institutions outside the financial system and then penetrating into other 
sectors (Financial Transaction Reports and Analysis Center, 2016; Sasongko and 
Huruta, 2018). Second, Luzgina (2017) argued that corruption and tax evasion should 
be eliminated not only by punishment but also by creating an attractive environment 
for business development. In Indonesia, the five stages of anti-corruption efforts are as 
follows: probing, investigation, prosecution, Inkracht, and execution. In fact, corruption 
creates extra incomes and thus creates a positive impact on money supply. It is expected 
that money supply will increase if the extent of corruption is larger than usual, and vice 
versa (Financial Services Authority, 2017; Sasongko and Huruta, 2018).  

In addition, liquidity is related to sustainability such as taxation. As Giriūnienė and 
Giriūnas (2016) and Bikas et al. (2017) noted, taxation plays a significant role in the 
fiscal system and impacts the state budget. In Indonesia, on the one hand, the increasing 
amount of non-taxable incomes negatively impacts tax revenues. On the other hand, an 
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increase in non-taxable incomes allows households to pay a smaller amount of taxes. 
As a result, households will end up with higher disposable incomes for consumption, 
investment, and savings (Hadijah, 2016; Sasongko and Huruta, 2018). To conclude, the 
Indonesian government needs to properly manage liquidity in relation to national 
security and sustainability issues in order to sustain the country’s long-term economic 
development. 
 
 
6. CONCLUSIONS 

 
There are two major monetary policy instruments, namely, money supply and interest 
rate. Results from the Structural Vector Autoregression analysis conducted in this study 
indicate that the BI Rate shocks have a greater influence than the money supply shocks 
on the BI Rate. Moreover, the money supply shocks have a greater influence than the 
BI Rate shocks on the money supply. This implies that changes in the Bank of Indonesia 
interest rate do not cause money supply to change, and vice versa. Our findings are 
inconsistent with the liquidity preference framework formulated by Keynes. That is to 
say, the money supply in Indonesia does not have any impact on interest rates, and vice 
versa. Therefore, if the government needs to control interest rates, it cannot use money 
supply as an instrument, and vice versa. In Indonesia, interest rates can be controlled 
by strengthening the role of the regional and national inflation monitoring teams. By 
doing so, managing the level of inflation enables the government to control interest 
rates. In addition, the Indonesian government is suggested to properly manage liquidity 
that is related to national security and sustainability issues. 

 
 

7. LIMITATIONS AND FUTURE RESEARCH 
 

Indonesia comprises thousands of islands. Such a special geographical condition 
influences the effectiveness of implementing monetary policies across the nation 
because there is a need for the government to adjust the policies for inter-regional 
differences and that will take a long time to do so. During the sample period of our 
study, there was a lack of effectiveness in the monetary policy instruments (i.e., interest 
rates and money supply) in Indonesia. Therefore, it is necessary to empirically examine 
the relationships between interest rates, money supply, money laundering, terrorism 
financing, corruption, and taxation in the country. Findings from this study indicate that 
there is actually a link between monetary policy on the one hand and money laundering, 
terrorism financing, corruption, and taxation on the other. To enhance our understand 
on this link, alternative statistical models such as Vector Error Correction Model, Panel 
Granger Causality, Autoregressive Distributed Lag Model, etc, can be appplied in 
future research. 
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